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ABSTRACT. For most English words dictionaries give
various senses: e.g., ‘bank” can stand for a fmancial
institution, shore, set, etc. Automatic selection of the
sense intended in a given text has crucial importance in
many applications of text processing, such as
information retrieval or machine translation: e.g., “(my
account in the) bank” is to be translated into Spanish
as “(mi cuenta en el) banco” whereas “(on the)
bank (of the lake)” as “(en la) orilla (del lago).” To
choose the optimal combination of the intended senses
of all words, the global coherence of the text is to be
considered. By coherence, we mean average
relatedness between the chosen senses for all words in
the text. Due to high dimensionality of the search
space, heuristics are to be used to find a near-optimal
configuration. In this paper, we compare several such
heuristics and discuss their advanlages and

disadvantages in terms of complexity and quality of the
results.

1 Introduction

Nearly any word we use in everyday communication
has several possible interpretations, called senses. For
example, the word bank can be interpreted as a
financial institution, river shore, stock of some dbjects,
etc. The word bill can be interpreted as a banknote,
law proposal, mouth of a bird, agricultural tool, efc.
The very word word can be interpreted as a unit of
Speech or text, advice, message, promise, password, a

unit of computer memory, a unit of DNA sequence,
etc. If you take any word that comes to your mind and
look it up in a dictionary, you will probably be surprised
with the number of different interpretations it allows.

Obviously, for correct understanding of a text, the
reader—be it a human being or a computer program—
must be able to determine what sense 5 ntended for
each word in the text. Indeed, if [ advise you to keep
your money in a reliable bank, would you carry it to a
financial institution or a river shore? If 1 tell this to a
robot, wouldn't it choose a river shore?

Apart from message understanding, there are a
number of important applications where automatically
determining the correct sense of a word is crucial.
One of them is information retrieval. Suppose the user
of an Internet search engine such as Google types in
query asking for banks in Chicago. First, the program
should clarify which sense of bank the user needs—
for example, asking the user to choose it from a menu;
suppose the user chooses a financial institute. Now for
each document containing the word bank the program
has to automatically decide whether it is the requested
sense that appears in the text. For example, of the
following two texts:

There are two Citybank branch banks in the
central area of Chicago,

The hotel is located at the beautiful bank
Michigan Lake, with an amazing view
Chicago’s skyscrapers
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cuanq‘o lo usé para.levantar mi camo: indeed, the
§pamsh word gato has senses cat and jack (used to
jack up cars). if you have ever used an automatic
translation system, you perhaps have roticed hundreds
such errors. .
A typical explanatory dictionary lists for each word
its different senses. Words having more than one sense

are cqlled polysemous; in fact, nearly any word
appearing in a text is polysemous. Given a specific -

dictionary and a specific occurrence of a word in a
specific text, the problem of the choice, -out of the
senses listed for this word in this dictionary, of the one
intended for this occurrence is called the word sense’
disambiguation (WSD) problem [4]. A typical WSD
program takes in input a text and copies it to its output,
marking each polysemous word with the intended
sense according to the explanatory. or bilingual
dictionary used. E.g., with the dictionary [1] the output
for the first text in our example above would be There;
are, two, Citybank branchy banksy iny.z they. central,
area, of,., Chicago. ' ' 5, o
In spite of the great attention the problem has
received in the last years and important developments
achieved, the precision of the state-of-the art algocthms
is far from being satisfactory. In this paper, we. consider
a new WSD technique that we have introduced in.our

previous work [6], consisling in global optimization of -
text coherence using a genetic algorithm. By.text ° - . :
3 Word Relatedness Measure

coherence we mean the total word sense relatedness in.
the text: the more related the words in the text to each
other the better the coherence of the text.

The paper is organized as follows. ‘Section 2°

presents the related- work. Section 3 introduces the
word relatedness measure, which is the function under
optimization in this paper. Section 4 explains the basic
terms. Section 5 formulates the problem. Section 6
explains the heuristics we compare for the solution of
this problenr. Section 7. presents the- expernmental
results and discussion. Finally, -Section 8 concludes
the paper. ) . ST

-~

2 Related Work g

Many methods in WSD and similar tasks are based on

optimization of some word relatedness measure, which
gives a numerical estimaté of the probability of two

words (or word senses) to appear in the same text -

fragment [7], [11]; the senses.are chosen that are more
probable in a given context. Padwardhan et al. [12] have
compared different such measures and reported the
Lesk relatedness. measure [3], [11) to be one of the
most promising one, so that it is this measure that we

have chosen for our experiments. It is based on the use

-of existing explanatory dictionaries, see more details in
Section 3. In fact, however, our method. does not rely on
a specific word relatedness measure, and in the future
we plan to experiment with other measures, too.
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- attempt is made to choose a combination of senses j
" the whole text that globally optimizes the relatedn .

between all senses. =5

Araujo [2] described a method of global oplimizétion
for a similar disambiguation-problem, namely, part-o.

. speech (POS) tagging. She used a-genetic agorithm

[10] to find the best combination of POS tags in 3

" - sentence. Our method is inspired by that work.

There: are many possible word relatedness measures

* [12]. Here we introduce the Lesk relatedness measure
_ we used for our experiments. '

.We consider words senses as’ definitions in an.

“ explanatory dictionary. With this, - the senses are

treated as short texts (namely, definitions) in the same
language' as the word under’ consideration. Moreover,
we use a “bag-of-words” approach, i.e., we reduce such
definitions to sets of lexemes. The latter term refers 1o’
morphological normalization (stemming): different
morphologicat forms of the textual words reduced to @
.common root; for example, give, gives, gave, givenare
the forms of the same lexeme fo give. Such @ reduction
is performed during data preprocessing [5).

For estimating. relatedness between two sets of
words, we use a rmeasure analogous t0 the Dice

coefficient [8], [9] that gives a numerical estimation of

the degree of intersection - between two .‘sels.. lg
simplest way to measure such inlefseci'on ]setS'
calculate the number of common words in the IW0iSo=

: 5
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word. Recently we have improved Lesk mea\S_Urel
f words in the

take into account the synonyms OI -
sets [13). Note that we do not consider theassY';‘n {1 Il
as an additional “weak” knowledge source
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but the synonyms are treated as textyal intersections.
|n our opinion, the ba§is of this idea is that the
synonyms express practically the‘ same conpept. an‘d
the differences in shades of meaning can be ignored in
our tasks. .

in Lesk algorithm [11], the intersection is measured
petween the definition of a sense of the word
(consideﬂed as a bag of words) and the context of the
spegcific occurence of the given word, again considered
as a bag of words. Note that in this case what is
compared is a specific sense of a word and a lexeme
without specifying its sense, see discussion in Section
2. To form the word set representing a lexeme, the
dictionary definitions of all its senses are joined
together. Similarly, in case of morphological or POS
ambiguity of a word in the context, in our experiments
we joined together the definitions for all its possible
interpretations.

in our method, however, we only use the relatedness
between two specific senses of words and not between
a sense of a given word and the lexemes (joint senses)
of its surrounding context.

One should distinguish between relatedness of two
words or word senses in language and in a specific
text. Relatedness in language expresses the possibility
of two words to be used in a descriplion of the same
situation. Meanwhile, relatedness in a text expresses
the plausibility of the hypotheses that these two
particular word occurrences are actually used in a
description of the same situation. While the former type
of relatedness does not depend on the position of the
words in any parlicular text, the latter one generally
decreases with the linear distance between he words:
the words used far from each other are hardly related to
the description of the same situation.

Accordingly, we smooth the relatedness measure
depending on the distance, considering it to be zero if
the distance between the two words exceeds a certain
threshold (text window size).

4 The Data Structure

The numerical problem at hand, we use the following
data structure:

- The whole text is subdivided into a set of text
fragments, which can comespond to sentences,
paragraphs, sections, etc. Curmently we consider
the whole text as one long fragment.

A text fragment f is a sequence of words.

~ Aword wis a set of word senses.

The relatedness between individual senses of
individual word occurrences is given by a matrix M
(s, s)), where s, is a specific sense of a specific
word occurrence in the text. The relatedness is not

defined between senses of the same word
occumrence.

The relatedness can depend on the linear
syntactic distance between words, which is the reason
to consider word occurrences and not just word types.

5 The Problem

The problem consists in selecting, for each word, one
sense thal is more likely to be the intended sense
the given text. Vanious heuristics can be applied to find
a plausible combination of choices. In other words,
upon the described numerical representation this
weakly formulated problem can be formalized in various
ways.

The standard Lesk algorithm is formalized
follows: for each word, select the sense that has
maximum average relatedness to the nearby words.
Here is the algorithm solving this problem:

for each word w
for each sense s

score(s) =Z” M (w,s) (1
select Sy« = max arg (score( s ))

We do not normalize the score to calculate the average
since this does not affect the result. In case of equal
scores for two or more senses, we choose the first one
of them.

This approach is based on the hypothesis that the
correct sense of the word w is not known and the
probability for the sense to be the intended one
distnbuted uniformly. The average relatedness is the
relatedness of a given sense to the senses of the other
word weighted by the probability of those senses.

However, this idea suffers from a logical
inconsistency: upon termination of the algorithm, only
one sense of each nearby word is selected. Thus, the
choice of the sense for the word w is affected by the
words w's senses that will be rejected (or even have
been rejected) by the same algorithm at other steps.

A logically consistent problem formulation is
follows: choose such the combination of choices
senses of all words in the text with maximum average
distance between the senses. If there are several such
combinations, choose one of them.

Such a task is consistent because we take intoy
account only the distances between the senses that,
according our choice, are actually present in the given
text.

This task is logically equivalent to the following tashy
(since the task is solved independenlly for eachw
fragment, we consider only one fragment). Let N be
number of words in the text fragment and n, be
number of senses of the word w. Denote N the set
natural numbers. A combination of choices of senses

. a function

f:{1,...N}=N
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Direct order: from the first to the last word

such that 1 < f (j) < n. Denote F the set of all such .
Inverse order: from the last 1o the first worg

functions. An imaginable algorithm for solving the task ¢

as follows:

for each sequence fe F
for each word w,

score(w,) =y, M, (., (W, f(K))
score(f) = 2’: score(w, ) @)

freet = Max arg (score( f))
for each word w;
Select Spey = frex ( K )

The algorithm consists of finding such a way f of
assigning senses to words that maximizes the average
relatedness score(w) between these senses. Note that
the senses other than the selected ones are not
involved in the process.

The size of the search space is

N
[Fl=]Tn-
[

Consider a text of N= 1000 words, such that each
second word has at least 3 senses. Then the search
space is 3°=3 x 10 This is not an exaggerated
example: in a randomly selected text used for our
experiments, the average number of senses per word
was 3.82 (750 senses in total by 196 words); with this
text the search space was about 1.7 x 10",

Thus, heuristic methods are necessary to find the

best combination.

6 The Heuristics

To select the best sequence, a number of heuristics
can be tried. In fact, the problem strongly resembles
such problems as the traveling salesman problem and
the like, so the heuristics we suggest resemble those
used for such kind of problems.

Genetic algorithm. We have reported an application
of the genetic algorithm to this problem in our
previous work [6].

The cautious algorithm described above.

A greedy algorithm using the formula

score(s) = z , mjax M, (w,s). (2

Ordering selection algorithm (corresponding to the
insertion algorithm for the traveling salesman
problem): choose the order in which the decision
on individual word occurrences are made, and dfter
each decision fix the sense of the given word,

as well as a number of other heuristics. In the case of
ordering selection algorithm, different heuristics can be
used to choose the optimal order:

+ Greedy insertion order: at each step, ch
next element that gives the best increa:: se th
total coherence value, in the

» A genetic algorithm can be used to find anao

order. Plima)

7 Experimental Results and Discussion

We experimented with a 196 words long Spanish text
taking from an Intemet news site. We built the sense
relatedness matrix according to the Lesk methodology:
the relatedness is the Dice coefficient calculated for thi‘
intersection of the definitions of the two terms,

We have implemented the algorithms enumerateq
above and are finishing their comparison (our
experiments are still in progress). The actyyl
experimental esults will be given in detail in the fing
version of this paper, but we do not give them in thig
Extended Abstract.

The algorithms will be compared as to the quality of
the obtained results, complexity, and simplicity in
implementation. In the discussion we will give our
recommendations as to the heuristic that gives
reasonably good results and at the same time works
reasonably fast.

8 Conclusions

In contrast to the existing algorithms, our method
optimizes the total word relatedness globally
(within a relatively short text fragment) and not at
each word independently. Namely, it looks for
such a combination of senses that would
optimize the total word elatedness. To find the
global optimum, we have considered several
heuristics to improve word sense disambiguation
and gave the recommendations on the selection
of the best one.
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